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Pilot  SAM-farm  in production 
hardware configuration
production status 
monitoring and debugging

Migrate to a full production facility
software tuning 
hardware scaling



Pilot SAM-farm : Hardware configuration

de-Centralized Condor CAF :  32 AMD worker nodes
sam-stations :  2 dual-P4 file servers  (2TB each)

Resources : SAM, condor, durable-storage
Software : cdfsoft-tarball, farm-scripts
Modular and decoupled applications : scalable and easy upgrade



Pilot SAM-farm : Production status

Beam-line Calibration :
Read Stream-G data, output histograms
In full function since Dec/2004 data taking
No delay, little maintenance issue 

Full production :
Stream-A, single output
Stream-G, 13 output datasets
full function, Stream-A is up to date

Integrity check :
Production is in parallel with old FBS farm
Scanning on event-by-event consistency



Pilot SAM-farm : Operation

Cron jobs running on fcdfdata055 (cdf-farm2)
1. Check online DB, make same SAM input data sets
2. Submit SAM projects to condor CAF
3. Merge output files and samStore 
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Pilot SAM-farm : Monitoring

Cron jobs making webpage contents on fcdfdata055
http://fcdfdata055.fnal.gov/~cdfprd



Pilot SAM-farm : Book keeping

Cron jobs checking online, SAM control meta-data
No. of files/events traced :

1. Online run-summary 
2. Delivery and consumption
3. Output to samStore



Pilot production : Statistics and problems occurred

~3 months in operation
Beamline Calibration : ~3600 files consumed
Production : Stream-A ~600 files, Stream-G ~2000 files
Easy recovery has been tested many time  

Problems encountered
dcache interruption : no impact to SAM-farm
network copy protocal : configure sam-station to
dcache input, encp output  (2 times)
crc corrupted output files : no solution yet (3 files)



Upgrade and scaling issues

Condor CAF : 40 new worker nodes added(300GHz)
Replicate sam-stations :

Pilot farm is IO limited : single-port on fcdfata057 for
samcache and samStore
Upgrade to 4 stations,  >500 GB throughput  /station/day
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Hardware upgrade options
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Summary 

Pilot SAM-farm 
Project began in Fall 2004 
In production mode Dec 2004
Present status : burn-in and debug

Migration and upgrade
Condor CAF is upgraded to 400 GHz    (~1TB/day capacity)
SAM-station upgrade in plan    (present ~.5TB/day capacity)
Integrity check on going
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